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BACKGROUND AND MOTIVATION
Background

• Court opinions consist of several high-level parts each of which has a different function.
• The main **Analysis** part contains sub-parts each of which is dedicated to a different issue.
• Distinguishing the parts is crucial for a lawyer to focus attention where it matters.
• How could NLP and ML techniques be helpful in recognition of the individual parts?
Two-step Segmentation Process

• In the first step an opinion is segmented into a number of functional non-overlapping parts.
• In the second step the Analysis part is segmented into issue-specific parts.
First Step: Functional Parts

1. Introduction
2. Background
3. Analysis
4. Concurrence or Dissent
5. Footnotes
6. Appendix
Second Step: Issue-specific Parts

• The Analysis part is annotated with the **Conclusions** type.
  (sentences where court states decision concerning each issue)

• The annotations are used to segment the Analysis part into specific issues.

• We adopt an assumption that reasoning wrt each issue finishes with Conclusions.
  (Obviously, the situation is more complex than that.)
Examples:

Under these circumstances we cannot say that the trial court's finding that both Mills and Northrop understood the data to be confidential was "clearly erroneous."

On this aspect of the case we decide that, while the record would have supported the trial judge if he had reached a contrary conclusion, it does not show that he abused his equitable discretion in reaching the one which he did.

Having failed to do so, they cannot now maintain that the plaintiff's failure to move for a formal dismissal of that part of its action was so inequitable as to bar the relief for theft of trade secrets to which it is otherwise entitled.
Motivation

• Important for information retrieval, summarization, and text understanding
  (Knowing in which high-level part a sentence appears will help to annotate sentences in terms of the roles they play in legal argument.)

• The annotation task may have important pedagogical potential.
  (Student annotators could benefit from this kind of practice while providing training instances for machine learning and legal text analytics.)
Related and Prior Work

• Dividing the segments by topic

• Rhetorical roles of sentences

• Identifying characteristic features of sections

• Conditional Random Fields (the same algorithm we use)
   (Saravanan et al. 2006, Saravanan&Ravindran 2010)
Experiments

DATA SETS
Data Sets

• We downloaded 316 court decisions from Court Listener and Google Scholar.
  – 143 are from the area of cyber crime (cyber bullying, credit card frauds, possession of electronic child pornography),
  – 173 cases involve trade secrets (typically misappropriations)

• We created guidelines for annotation of the decisions with the types introduced earlier.

• Two human annotators (the authors) annotated the decisions using Gloss.

• 50 decisions were annotated by both annotators to measure inter-annotator agreement.
This is a case of industrial espionage in which an airplane is the cloak and a camera the dagger. The defendants-appellants, Rolfe and Gary Christopher, are photographers in Beaumont, Texas. The Christophers were hired by an unknown third party to take aerial photographs of new construction at the Beaumont plant of E.I. du Pont de Nemours & Company, Inc. Sixteen photographs of the DuPont facility were taken from the air on March 19, 1969, and these photographs were later developed and delivered to the third party.

DuPont employees apparently noticed the airplane on March 19 and immediately began an investigation to determine why the craft was circling over the plant. By that afternoon the investigation had disclosed that the craft was involved in a photographic expedition and that the Christophers were the photographers. DuPont contacted the Christophers that same afternoon and asked them to reveal the name of the person or corporation requesting the photographs. The Christophers refused to disclose this information, giving as their reason the client's desire to remain anonymous.

Having reached a dead end in the investigation, DuPont subsequently filed suit against the Christophers, alleging that the Christophers had wrongfully obtained photographs revealing DuPont's trade secrets which they then sold to the undisclosed third party. DuPont contended that it had developed a highly secret but unpatented process for producing methanol, a process which gave DuPont a competitive advantage over other producers. This process, DuPont alleged, was a trade secret developed after much expensive and time-consuming research, and a secret which the company had taken special precautions to safeguard. The area photographed by the Christophers was the plant designed to produce methanol by this secret process, and because the plant was still under construction parts of the process were exposed to view from directly above the construction area. Photographs of that area, DuPont alleged, would enable a skilled person to deduce the secret process for making methanol. DuPont thus contended that the Christophers had wrongfully appropriated DuPont's trade secrets by taking the photographs and delivering them to the undisclosed third party. In its suit, DuPont asked for damages to cover the loss it had already sustained as a result of the wrongful disclosure of the trade secret and sought temporary and permanent injunctions prohibiting any further circulation of the photographs already taken and prohibiting any additional photographing of the methanol plant.

The Christophers answered with motions to dismiss for lack of jurisdiction and failure to state a claim upon which relief could be granted. Depositions were taken during which the Christophers
# Data Sets Statistics

<table>
<thead>
<tr>
<th></th>
<th>Cyber Crime</th>
<th></th>
<th>Trade Secrets</th>
<th></th>
<th>Total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Filtered</td>
<td>Original</td>
<td>Agree</td>
<td>Filtered</td>
<td>Original</td>
<td>Agree</td>
</tr>
<tr>
<td>Documents</td>
<td>139</td>
<td>143</td>
<td>-</td>
<td>158</td>
<td>173</td>
<td>-</td>
</tr>
<tr>
<td>Introduction</td>
<td>139</td>
<td>143</td>
<td>.965</td>
<td>158</td>
<td>173</td>
<td>.934</td>
</tr>
<tr>
<td>Background</td>
<td>133</td>
<td>139</td>
<td>.758</td>
<td>152</td>
<td>172</td>
<td>.787</td>
</tr>
<tr>
<td>Analysis</td>
<td>139</td>
<td>143</td>
<td>.932</td>
<td>158</td>
<td>173</td>
<td>.936</td>
</tr>
<tr>
<td>Conclusions</td>
<td>398</td>
<td>429</td>
<td>.689</td>
<td>833</td>
<td>909</td>
<td>.763</td>
</tr>
<tr>
<td>Concurr/Diss</td>
<td>0</td>
<td>18</td>
<td>1.0</td>
<td>0</td>
<td>44</td>
<td>1.0</td>
</tr>
<tr>
<td>Footnotes</td>
<td>95</td>
<td>97</td>
<td>.983</td>
<td>103</td>
<td>113</td>
<td>.982</td>
</tr>
<tr>
<td>Appendix</td>
<td>0</td>
<td>7</td>
<td>-</td>
<td>0</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>
Experiments

CLASSIFICATION PIPELINE
Segmentation into Functional Parts

1. Each document is split into individual paragraphs and sentences.
2. These are transformed into vectors of paragraph level features.
   (e.g., lower-case tokens and POS-tagged lemmas, the position of a paragraph within a document, its length as well as the average length of sentences)
3. The first and the last 5 tokens in a paragraph are described through more detailed features
   (e.g., token's signature, length, and type - digit, case, white space)
Segmentation into Functional Parts II

4. The feature vectors and human created annotations are then used in the training.
   i. The model for recognizing the Introduction type is trained on full texts.
   ii. The model separating the Background type from the rest.
   iii. The model for finding the boundary between the Analysis and Footnotes.
Segmentation into Issues

1. Each document is split into individual paragraphs and sentences.
2. These are transformed into vectors of paragraph level features.  
   (e.g., lower-case tokens and POS-tagged lemmas, the position of a sentence within a paragraph, its length, token's signature, length, and type - digit, case, white space)
3. The feature vectors and human created annotations are then used in the training.  
   (The Conclusions recognizer consist of a single CRF model.)
RESULTS
Results: Functional Parts

<table>
<thead>
<tr>
<th></th>
<th>Cyber Crime</th>
<th></th>
<th>Trade Secrets</th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F₁</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Introduction</td>
<td>.926</td>
<td>.945</td>
<td>.935</td>
<td>.907</td>
<td>.947</td>
</tr>
<tr>
<td>Background</td>
<td>.634</td>
<td>.752</td>
<td>.689</td>
<td>.640</td>
<td>.775</td>
</tr>
<tr>
<td>Analysis</td>
<td>.922</td>
<td>.879</td>
<td>.900</td>
<td>.948</td>
<td>.871</td>
</tr>
<tr>
<td>Footnotes</td>
<td>.874</td>
<td>.963</td>
<td>.916</td>
<td>.845</td>
<td>.981</td>
</tr>
</tbody>
</table>

- The performance of the models differs considerably across the types.
- It correlates across the two different domains (and with inter-annotator agreement).
- Due to data sparsity we did not attempt to predict the Appendix and the Concurrence and Dissent types.
Results: Issue-specific Parts

<table>
<thead>
<tr>
<th></th>
<th>Cyber Crime</th>
<th>Trade Secrets</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P  R  F₁</td>
<td>P  R  F₁</td>
</tr>
<tr>
<td>Conclusions</td>
<td>.521 .461 .489</td>
<td>.576 .493 .532</td>
</tr>
</tbody>
</table>

- Although, the performance is promising the experiments confirm that this task is very challenging.
- From the inter-annotator agreement it appears that this task is the most challenging one as well.
Error Analysis: Issue Segmentation

• The sentences that were missed by the system were often quite short
  ("There is no error."")

• Some of the shorter length sentences were recognized correctly
  ("The judgment of the district court is affirmed.")

• For false positives it appears that attribution is a major challenge.
  (Some sentences included verbs like "conclude" or "hold" which are likely very suggestive for a sentence to be classified as the Conclusions.)
Error Analysis: Issue Segmentation

- Words such as "therefore" or various forms of "find" often indicate the Conclusion type. (But not always: “Therefore, we now address appellants' claims,” “hereby finds the following facts and state separately its conclusions of law,” or “because there was no jury finding against her.”)

- The error analysis also confirmed the task is very challenging even for humans. (For example, when are findings of fact conclusions as to an issue? In addition, a court may break an issue down into multiple sub-issues like whether a rule applies or whether evidence supports a conclusion)
FUTURE WORK
Future Work

• Higher level features
• One of the problems that we detected is data sparsity in case of certain types.
  – We hypothesize that law students can annotate legal texts as a useful pedagogical exercise.
  – 10 students in Ashley's IP course employed Gloss to annotate 4 trade secret law cases
  – we plan students to annotate legal decisions in terms of key aspects of the reasoning in a case beyond high-level parts and conclusions
CONCLUSIONS
Conclusions

• We examined the possibility of automatically segmenting court opinions into
  – high-level functional (step 1) and
  – issue specific (step 2) parts.
• The functional parts could be predicted in a quality not too far from human performance.
• For issue-specific parts there is a gap between a machine and a human annotator.
Thank you!

Questions, comments and suggestions are welcome now or any time at jas438@pitt.edu.
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